



































































































































Lecture 4

How to define Privacy

Differential Privacy

Revisit Randomized Response

Laplace Mechanism






































































































































How to define privacy

Approaches

1 Think of possible attacks Defenses against these attacks

Examples i k anonymity

2 Formulate general criteria






































































































































K anonymity
Input Table Output Table

Generalization

Replace a single value with
a set of possible values

2 1,3
Male Male Female

Table is k anonymous if
every row matches at least Ck1
others in the non sensitive attributes






Seems to resist Linkage attacks
Can't identify a record uniquely
Seems hard to link to other infosources

a What can go wrong
Everyone in their 30s has cancer

Rule out other info



Composition

Crossreferencing a

28 yearsold

tied.in ai sasaa ha'sash



K anonymity issues

Specifies a set of acceptable output k anonymous tables
Does not specify the algorithmic process
Flexibility may leak info

Meaningful definitions

consider the algorithms



Differential privacy Dwork McSherry Nissim Smith
2006

Algorithmic Property

Rigorous guarantees against arbitrary external info
Resists known attacks



Data domain X e.g Eotgd Rd
Data set X Coxe Xz Xn C X

Think of as fixed not random

Randomized Algorithm A
Atx is a randomvariable

Xz

x i A Acad
Xn
DataSet



Thought Experiment

Xz
Xz Xz

X i s A Acx x
X i A Atx

Xn
Xn

DataSet DataSet

X is a neighbor of x
if they differ in one data point

Idea of DP Neighboring data sets induce
close output distributions



Definition Differential privacy

It is E differentially private if
for all neighbors X and X
for all subsets E of outputs

PLANE E see PEACHEE
If

This is an algorithmic property



Definition Differential privacy

It is E differentially private if
for all neighbors X and X
for all subsets E of outputs

PLANE E see PEACHEE
What is E
Measure of info Leakage called max divergence

Small constant To 1 but not Ito or 100



Example Randomized Response CIn lecture 1

Each person has a secret bit Xz O or X2 1
Have you ever done XYZ

Input X1 Xn
RR

output Ys YnFirst coin

f Ij'T
XT Secondcoin

HEXI
1 O



RR is InG diffentially private

Proof Fix two neighboring datasets
X Xs Xi Xn X1 Xi Xn

To start fix some output 5 ye yn E o t

PIRRCxt
DPXRRxy

MYE.lk
x.yPIYiy 1xy

3 or s

PERRIN y s eh PERK D
To Complete For any EEEo.IT

PERhCxteEJ yEPERRCxIyJseEyZeePlRRlx7H PERRY eEf



Basic Proof Strategy

for all neighbors X and X
for all subsets E of outputs

PEACH c EI e ee PEACHEE

PEACH y s.eePEACxD Y



Noise addition
function f

Input t
Output

Xt Xn A Atx fast noise
Randomized

Goal Release approximation to f x c Rd
e.g ppl wearing socks

Intuition fEx can be released accurately
if f is insensitive to the change of
individual examples Xe Xn



Sensitivity
Intuition fEx can be released accurately
if f is insensitive to the change of
individual examples Xe Xn

Global Sensitivity

Goof x.tn negnborsllfcH fcxmH1

Example i f x fraction of people wearing socks

Gsf In



Laplace Mechanism

Afx fCx t Zz Zd

where each 2 a drawn aid from Lap
Laplace
Distribution

Lap b

µ PIED ztbexpf.ly
ftp.illxltb

Theorem AL is E differentially private



Examples
Proportion fCx In II Xi

fraction of people wearing socks
Gsf In

Histogram Data domain 4 131 U Bz U UBd

fffyffy
f n nd Nj i a By



Examples

Sequence of dst ies

averages

properties 41 Old with each 0g X 0,1
For each j f Cx tn.IE glxi

Gsf In
Stx fix felx fad fcxyettn.IM

Gsg In


